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Abstract of the contribution: This contribution describes a possible solution for RAN congestion awareness and mitigation.
Introduction

1. Key issues description
The key issue described in TR 23.705 for solution RAN user plane congestion is as the following:
Key issue-1: RAN congestion mitigation. The mitigation measures include traffic prioritization, traffic reduction or traffic limitation based on user’s subscription, type of application, type of content, congestion status.

Key issue-2: RAN congestion awareness. This includes where in the network is awareness of RAN congestion? Which level of granularity for congestion awareness is required? What information on the congestion is required to enforce mitigation measures?
2. Problem statement

Proactive and reactive solution approaches were discussed and approved in SA2#94 as the guideline to solve UPCON requirements. Proactive solution is that taking preventive action before congestion occurs while the reactive solution is that taking mitigation action after congestion has occurred. 

The existing QoS control mechanism applying to the user traffic plane in 3GPP specification (TS 23.203 and TS 23.401) realizes as this:

The PCRF makes QoS authorization for service data flow based on service information, the subscriber profile, etc. Different SDF will be authorized with different QCI values, different priority levels and be mapped onto different bearers. For example, GBR service uses the GBR dedicated bearer, non-GBR service with higher priority uses non-GBR dedicate bearer, non-GBR service with lower priority uses default bearer.
Such QoS control mechanism can be seen as the proactive solution to deal congestion mitigation. Since before congestion occurs, QoS policy for each Service has already been provided to the PCEF and further to RAN. When congestion occurs, such policies are used as guideline on how to mitigate congestion. For example, by prioritizing traffic and providing best effort QoS for the lower priority SDF. 
But such proactive solution still has drawbacks. Although congestion mitigation can be achieved by mapping different services which require different QoS treatment onto different bearers, there is still a large number of services which share the same bearer. Just like description in 23.705 “The majority of mobile data traffic (e.g. Internet or over-the-top services traffic) is currently delivered over the default bearer.” In such scenario, the proactive solution is difficult to perform congestion mitigation. A reactive solution is discussed to be as a supplementary solution to support upcon.
3. Proposed reactive solution 
The proposed solution addresses the two key issues by introducing a network element to support PCRF to derive the most appropriate policy decision. The RAN Payload Perceive Function (RPPF) is introduced to manage and to analyse RAN congestion status. It’s based on the functionality which has been deployed in some commercial networks. A traffic volume threshold for each RAN is preconfigured in RPPF. The RPPF collects the load information, such as traffic volume at the cell level, from each RAN. When the volume of the cell reaches or exceeds its respective threshold values, it is perceived as congestion occurred on that cell. The RPPF notifies the PCRF the congestion status. The PCRF makes congestion policy based on the congestion status, user’s subscription, type of application, etc to mitigate the cell congestion. For example, the PCRF imposes the bandwith limitation policy to the lower priority IP flows in the congested cell. Once the RAN congestion has been mitigated over a grace period, the RPPFmaynotify to PCRF to restore the policy prior to the congestion to the related IP flows.

[image: image1.emf]RAN-2

RAN-1

C

o

n

g

e

s

t

i

o

n

 

P

o

l

i

c

y

 

P

r

o

v

i

s

i

o

n

PCRF

Internet

RAN Network 

information collection

RAN Congestion Status Report

Congestion 

mitigation policy

1

2

3

NPPF

GGSN/

PGW/TDF

Bandwidth limitation for the existing IP flows with lower 

priority level


There is an example of resource congestion occurs on cell level in RAN-1. The figure above illustrates how to mitigate the cell congestion.
Operator may configure the normal volume capacity of each cell in RPPF. RAN collects cell load information and reports it to the RPPF in a timely manner or by the request of the RPPF. The cell load information may contain the cell id, the total traffic volume and the identity of the UEs which using the cell. 
Editor note: How the RPPF obtains the UE’s identity information served by the given cellis FFS. One consideration is to have the RPPF to intercept the signalling passing through the RAN or by network management to obtain the corresponding cell’s id and the UE’s id. 
The PCRF receives the cell congestion status from RPPF either through notification or pulling based on the UE’s id and cell id (if available).
NOTE: PCRF may not know the latest cell id corresponding to the UE due to inter-RAN handover . Hence, the PCRF may request the congestion status from RPPF together with the UEs’ identities. 

In summary, when PCRF perceives the cell congestion occurs:

· The PCRF revises congestion policy for the existing IP flows to mitigate cell congestion. For example, the PCRF imposes bandwidth limitation to the low priority IP flow and updates such policy to the PCEF and/or the TDF.

· For the new service, such as a PUSH service, when the AF sends a QoS request for the service to the PCRF. The PCRF recognizes the service corresponding to the congested cell, it will reject QoS authorization for the service temporarily until the congestion stops.
Once the RPPF detects the cell congestion is mitigated over a grace period, it may inform the PCRF to restore the policy for the related IP flows prior to the congestion. In addition, new service will be admitted by the PCRF for the recovered cell.
Proposal 

It is proposed to adopt the solution in the TR 23.705.
*** 1st change ***
6
Solutions

Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.X
Solution -1: RAN user plane congestion awareness and mitigation
6.X.1
General description, assumptions, and principles

Editor’s Note: This sub-clause should identify the key issues address by this solution. 
The solution consists of two parts: RAN user plane congestion awareness and RAN user plane congestion mitigation. RAN Payload Perceive Function (RPPF) is introduced to collect cell’s loading condition and performs cell congestion analysis. PCRF will then be informed to execute cell congestion mitigation policy to some UEs’ IP flows. 

The architecture in the following figure shows only entities and interfaces that are in scope of the work.
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Figure 6.x.1-1
PCC Architecture for RAN congestion mitigation
Cell level granularity for RAN congestion is considered in this solution.
Operator may configure the congestion threshold level of each cell in RPPF. When the total traffic volume of the cell reaches or exceeds its respective threshold, cell congestion occurs. When the total traffic volume of the cell drops down below the threshold over a grace period of time, cell congestion is stopped.

NOTE:
How the RPPF collects cell loading information from RAN can be based on some of the existing mechanisms, such as explicit signalling to the RAN or via network management, never-the-less, it is not necessary to be specified by this solution. 
PCRF revises congestion policy based on the cell congestion status, the subscriber’s profile, the type of application, the type of content, etc. Congestion policy may impose bandwidth limitation or defer new applications to be admitted to the congested cell based on the types of applications and their respective priorities.

Np interface is introduced to transfer the cell congestion status to the PCRF.

6.X.2
High-level operation and procedures
The RPPF collects the cell loading information which includes cell id, the total traffic volume, and the UE identity from each RAN. When the cell traffic volume reaches or exceeds its respective congestion threshold, the RPPF perceives cell congestion occurs. 

NOTE: The RAN may report the cell load information unsolicitly in a timely manner or through the request by the RPPF. Some information, such as the UE identity can be acquired by the RPPF by intercepting the signalling passing through the RAN or by network management. Regarding how the RPPF collects the cell loading information is not necessary needed to be specified by this solution.. 
When a cell is in congestion, the RPPF signals the cell congestion status to the PCRF. PCRF will then revise the congestion policy based on the subscriber’s profile, the type of application, etc. the PCRF can prioritize different traffic and limit the bandwidth of the lower priority traffic for the existing applications or defer the new application until the cell congestion  is stopped.

NOTE: the elapse time from RPPF recognizing the cell congestion happened and notifying the congestion status to the PCRF, until the congestion regulating action takes place is critical consideration. That implies if the PCRF makes congestion policy too late, the traffic of the cell will still get policed based on congestion policies even though there may in fact be sufficient resources available in that cell. 
The call flows below describes the process of congestion awareness and mitigation: 

Figure 6.x.2-1 shows the call flow for congestion mitigation on the existing IP flows in the case of cell congestion occurs.
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Figure 6.x.2-1
call flow for congestion mitigation on the existing IP flows
1. RPPF collects cell load information from RAN. The load information of each cell contains the cell id, the total traffic information, the identity of each which using the cell.

NOTE: How to collect the cell loading information is out of scope of this solution.

2. Based on the cell loading information and operator policy, the RPPF determines whether the cell is in congestion or not. If the total traffic volume of a cell reaches or exceeds its respective threshold, the cell congestion occurs. 

3. If the cell is in congestion, the RPPF informs the cell congestion status to the corresponding PCRFs. The RPPF identifies the PCRF based on the UE id for the congested cell. Additionally, the e UE id is also provided to the PCRF.

4. If the PCRF does not have the subscriber profile of the UE, it can be acquired from SPR.

5. The PCRF revises the congestion policy based on the subscriber profile of the related UEs, the QoS attribution of each related IP flows and operator policy. The PCRF may impose the bandwidth limitation for the some of the  IP flows for certain applications with lower priority level. 

6. The PCRF updates such policy to the GGSN/PGW enhanced with TDF or the standalone TDF. 

7. Based on the policy, bandwidth limitation will be enforced to the related IP flows until cell congestion is mitigated.

Figure 6.x.2-2 shows the call flow for how to authorize QoS for the new service in the cased of cell congestion occurs.
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Figure 6.x.2-2
call flow for QoS authorization for new IP flows to congestion mitigation

1. RPPF collects cell load information from RAN. The load information of each cell contains the cell id, the total traffic information, the UE identity.
NOTE: How to collect the cell loading information is out of scope of this solution.

2. Based on the cell loading information and operator policy, the RPPF determines whether the cell is in congestion or not. If the total traffic volume of a cell reaches or exceeds its respective threshold, the cell congestion occurs. 
3. A new PUSH service starts on the congested cell.

4. AF provides the service information to the PCRF to request QoS authorization for the service.

5. Before making a QoS authorization, the PCRF shall determines whether the given cell is congested. If there is no related cell congestion information, the PCRF sends cell congestion status request which includes UE id, cell id to the target cell’s serving RPPF.

6. The RPPF returns the related cell congestion status to the PCRF.
7. If the cell is in congestion, congestion policy for the cell should be updated. The PCRF informs the AF QoS authorization for the service is rejected due to cell congestion.
8. The PUSH service is deferred to start.

6.X.3
Impacts on existing entities and interfaces
Several functionality are required to implement congestion awareness and congestion mitigation.

The RPPF is required to:

(    Collecting cell loading information from each RAN.

(    Analysing whether cell is congested based on the cell loading information and operator policy.

(    Reporting cell congestion status to the PCRF or responding to of the PCRF’s pull.

NOTE: How to collect cell loading information from each RAN is out of scope of the solution.

The PCRF is required to:
(    Determining congestion policy based on the cell congestion status, subscriber profile, type of application, type of content, etc.

The Np interface is required to:

(    Transporting cell congestion status from RPPF to the PCRF.

(    Transporting cell congestion status request from PCRF to the RPPF.

***Ends of the change***
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